
GloVe: 
Global Vectors for Word Representation
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For example:
Can you can a can as a canner can a can.

Tokens: can you a as canner

window size: 5



Window label Center word Window contents
0 can can you	can
1 you can	you can	a
2 can can	you	can a	can
3 a you	can	a can	as
4 can can	a	can as	a
5 as a	can	as a	canner
6 a can	as	a canner	can	
7 canner as	a	canner can	a
8 can a	canner	can a	can
9 a canner	can a can
10 can can	a	can

Can you can a can as a canner can a can.



can you a as canner
can 6 2 6 1 1
you 2 0 1 0 0
a 6 1 0 2 2
as 1 0 2 0 1

canner 1 0 2 1 0
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𝑟𝑎𝑡𝑖𝑜,,.,3 j,k relevant j,k irrelevant

i,k relevant ≈ 1 large values

i,k irrelevant small	values ≈ 1



Probability and	
Ratio

k =	can k	=	you k	=	a k	=	as k	=	canner

P(k|a) 0.545 0.091 0 0.182 0.182

P(k|can) 0.375 0.125 0.375 0.0625 0.0625

P(k|a)/P(k|can) 1.453 0.728 0 2.912 2.912
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